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SUMMARY

. Basically following Quenouille’s well-known technique of bias-reduction

" by splitting samples into random sub-samples Shukla’s (1976) results are
extended and modified to find an exactly unbiased product-type estimator
equally efficient (to the second order of approximation) as a product
estimator (used when a negatxvely correlated auxilliary variable is
available).

. I. INTRODUCTION

Recently Shukla (1976) used Quenouille’s technique of random
splitting of a sample in deriving an asymptotically unbiased (to the
first order of approximation) product-type estimator for a finite
population total (when data on a negatively correlated auxiliary
variate are available) equally efficient (to the second order of approxi-
mation) as a product estimator itself. Here we extend his method
with a slightly more general set-up (allowing (i) sub-samples of
unequal sizes (i) sampling with replacement-the latter having only
an academic rather than a practical interest specially because there
may not be enough distinct units for effective grouping) and find an
‘exactly’ unbiased product type estimator with no loss of eﬁi01ency to
the second order of approximation. :

2. FORMULATION OF THE PROBLEM AND THE RESULTS

Let a finite population ‘U have units ui with values Y5, Xi (i=1,
..., N) for iwo negatively correlated variables y and x respectively.
Let s be a sample of size # (units may or may not be distinct) from U
taken using any selection-scheme. Let s be divided at random (with-

out replacement) into k mutually exclusive and exhaustive groups-

(sub-samples) the jth group & comprising #j units, not necessarily
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distinct. If #i(s) denotes the frequency of ith unit in s, then we have
the conventional product estimator of

. N

Y=E Yias t=-112 : —2 X,

1 1

N
t1=z bsi m(s) ¥i

1

N
f2=z bsi ni(s) Xi

with bsi’s mdependent of Yv’s, Xi’s and chosen such that t, and 15 are
respectlvely unbiased for ¥ and X with b:=0 for zi{s For therth
draw (r=1, ..., 1) let us write ’

ur=bsiYi, Vvr=bsi _X'B
in case ith unit (i=1, ..., N) is realised,

-1
uj'= — z' iur
ng N

1
Vg—'n_J‘EJ Vr, J —I k

(Z; denotmg the sum over the #j units fallmg in 55, including repeti-
tions, 1f any), :

n n’
a—izu s=L N tgmn s, tg—n
n 7s 1 7y 37 ‘h 47 I
: 1 1
£ taity
T X
(the product estimator of type ¢ based on s5). . For.any set of chosen
weights wi's ( ]—1 .» k) we will consider an estimator for Y of the
form ' : ’
. k- Ck -
23 (123 )
1 £ ' :
erting Rt ] t . Yw’ e': t2_~X €= taj'—Y , e':f‘jj_‘—_é‘/

Y I % j X
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and noting that 0=E(e) =FE(e') =E(e)) =FE(g;) ¥ j=1, ..., k, the bias
of f works out as :

BG)=Y[ Zk wi E(e; €)-+(1—3 wj) E(ee) ]
1

implying, on assuming E(ee¢’) %0 that
k

_ z wi o+ (1= wj)=0 20)

1
is a necessary and sufficient condition for unbiasedness of E, where
ci=El(ej ¢j'[E(e€’), j=1, ..., k.
The mean square Error (MSE) of ¢ is

M()=Y* E[Z wi (ei+ejtei &) +(1—2 wy) (e+e'+ee)P
j j

Assuming E ei” e’ and E e" 2'? to be negligible when 0<r, g,
such that r+¢>2 and j, /=1, ..., k, to be called assumption A; we
have approximately (to be called second order of approximation)

M) = M(F) (say)=Y? El:zk Wi (ei+e5')+(i— i Wi)(€+€')]2
1 1

=Y¥? E (z%), with obvious notation for z.

Writing g(s)=E(z | s), the conditional (given 5) expectation of z it
follows that

E(z2)=Eg(s)=0
and that
MO>YE [g(s)]2~Y2 E(e+e')?=MSE of 1.

Thus under second order approxnmatlons with assumptlons A1, 't
cannot have MSE less than that of ¢ itself.

More importantly. to the same order of approximations,
M(t) M) if and only if w,’s are chosen such that

k

z W, (ej+e;)=(e+e') 2 w; . ..(2.2)
1

1

with probability one.
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: k
Noting that (e+e)= > 2 (ete)
, o

(2.2) is equivalent to

. k k k ~
S, =D % e} >, -3
. 1 1 ' j )

J
ok
. ,
If one chooses W= zwj ¥ j=1, ., k, -.(2.4)
' ~ 1

Then (2.3) holds leading to.

Theorem I: Twith w,’s satisfying (2.1) and (2.4) is unbiased
for Y with an MSE equal (to the second order of approximation
under 4,) to that of z.

Remark. For usability w,’s and hence ¢,’s must be independent
of ¥’s and X.s. -This need is met in particular at least, if 5 is
chosen either by SRSWOR or PPSWR method as shown below.

If s is an SRSWOR, then, with a little algebra,
¢, =1+ /m—1m[(1n—T1/N) ¥ j=1,, k _

leading to

_n o 1 (1 e =
W= 2 W Tfa—1IN) zw’ (s =1+ 1=0
J

J

whence wi's free Yi's and Xi s may be worked out. In case
wi=nlk ~ j=1,..-. k, we have the choice

_ 1 1T N—n_ ._
W K= N vITheek
For k=2, if n; =n[2, then we have to choose wi=— ]\;‘-]—Vn (This

agrees with Shukla’s (1976) result).

If k=2, but 1 are unequal, then ¢ becomes unbiased with M (?)
equalling M(#) subject to Ay if one takes w; = —n; [n. J_V%n for
j=12.

-
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If s is chosen by PPSWR method in # draws with known pi’ s
as normed positive size-measures then taking as usual bsi=1/np; »
in 5 we-have

: 1 1 1 E by (ur'— l'l') (Vr—v)

L 2 2. _ .

=t~ )n—l E(t:—Y) (12— X)
=n/nj for j=1,..., k

[For a proof see appendix]

If in particular. mj=n/k % j we have

¢i=k % jand wij= — —k_(kl——IT

and with this choice # will be unbiased for ¥ with least MSE (under
second order approximation with 4;) equalling MSE (2).

If k=2, but nj’ s are unequal, then the best choice of wi's is
wi= ~—nj/n % j. 1f k=2 and nj’ s are equal, then wj— 1/2, j=1, 2.
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APPENDIX
n
For PPSWR, Ez (u,— ) (v —7)
. 1 T
n n
S 3
np, i J np, n D,
1 1
N n n .
_ Ly _I_COV(_I_ LS E) Ly,
] 1 Pi n n p, n - . 7]

=(1—1/n) Cov ( z Ye/p, 1/n ZXr/p, )

= E(tl_Y) (t:—X)

and hence ¢; =n/n; .




